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ABSTRACT

Emotional wellbeing data produced by digital mental health applications, wear-
able devices, and affective computing systems are highly sensitive and require
robust mechanisms to ensure privacy, transparency, and ethical accountability.
This study develops and evaluates a blockchain-enabled emotional wellbeing
data sharing platform integrated with a humanistic ethical governance model
using a quantitative research approach. The research proposes a decentral-
ized architecture that leverages blockchain characteristics, including immutabil-
ity, transparency, and secure consent management, while embedding humanistic
ethical principles such as autonomy, fairness, and user-centered data control.
A structured quantitative model is constructed to examine the relationships be-
tween blockchain features, ethical governance mechanisms, user trust, and in-
tention to share emotional wellbeing data. Data were collected through a survey
of domain experts and potential users and analyzed using statistical techniques
to test the proposed hypotheses. The results demonstrate that blockchain trans-
parency and ethical governance significantly influence user trust and perceived
data control, which in turn positively affect data sharing intention. The find-
ings confirm that combining blockchain technology with a humanistic ethical
governance framework enhances trust, ethical compliance, and acceptance of
emotional wellbeing data sharing platforms, contributing empirical evidence to
the development of secure, ethical, and human-centered digital wellbeing infras-
tructures.
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1. INTRODUCTION
The global rise in mental health challenges has become a critical concern in recent years, exacerbated

by rapid digitalization, post-pandemic psychological stress, and increased social and economic uncertainty. In
response, digital mental health technologies such as mobile wellbeing applications, wearable sensing devices,
and affective computing systems have been increasingly adopted to monitor, assess, and support emotional
wellbeing at scale [1]. These technologies generate vast amounts of emotional wellbeing data, including mood
fluctuations, stress indicators, and behavioral patterns, which hold significant value for personalized care, early
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detection, and evidence-based mental health interventions. This development directly aligns with Sustainable
Development Goal (SDGs) 3 on Good Health and Well-Being, which emphasizes the promotion of mental
health and wellbeing across populations [2, 3].

Despite their potential benefits, the handling and sharing of emotional wellbeing data raise substantial
ethical, technical, and governance-related challenges. Emotional data are deeply personal and psychologically
sensitive, exposing individuals to risks such as privacy invasion, stigmatization, discrimination, and loss of
autonomy if misused. Current data sharing practices in digital mental health ecosystems largely rely on cen-
tralized data storage and management models that are prone to security breaches, lack transparency in data
governance, and often provide limited control to users over how their data are accessed, shared, or repurposed
[4]. Such conditions undermine user trust and discourage voluntary data sharing, ultimately limiting the soci-
etal and scientific value of digital mental health innovations. These challenges highlight a critical gap between
technological advancement and ethical responsibility, particularly in the pursuit of SDGs 16 on Peace, Justice,
and Strong Institutions, which calls for accountable, transparent, and inclusive digital institutions [5, 6].

Blockchain technology has emerged as a promising solution to address these structural weaknesses by
enabling decentralized, transparent, and tamper-resistant data management systems [7]. Through features such
as immutability, distributed consensus, and traceable transactions, blockchain can strengthen data integrity,
enhance transparency, and support verifiable consent mechanisms. In the context of emotional wellbeing data
sharing, blockchain has the potential to shift control from centralized authorities toward data owners, thereby
fostering accountability and trust [8]. This technological capability contributes to SDGs 9 on Industry, Innova-
tion, and Infrastructure, which promotes resilient digital infrastructure and responsible technological innova-
tion.

However, technological robustness alone is insufficient to resolve the ethical complexity surrounding
emotional wellbeing data. Without a governance model grounded in humanistic ethical principles such as au-
tonomy, dignity, fairness, and informed consent blockchain-based systems risk prioritizing technical efficiency
over human values [9]. Ethical governance is essential to ensure that data sharing practices respect individual
rights, promote equity, and prevent misuse, particularly when dealing with vulnerable populations. Integrat-
ing a humanistic ethical governance framework operationalizes ethical values into system rules, access control
mechanisms, and decision-making structures, reinforcing SDGs 10 on Reduced Inequalities by safeguarding
users from exploitative data practices [10, 11].

From a scientific standpoint, existing research on blockchain in healthcare and digital wellbeing pre-
dominantly adopts conceptual or technical perspectives, with limited empirical validation of user-centered
outcomes. Few studies quantitatively examine how blockchain features combined with ethical governance
mechanisms influence user trust, perceived data control, and intention to share emotional wellbeing data [12].
This lack of empirical evidence represents a significant research gap, especially given the growing demand for
sustainable, ethical, and trustworthy digital health ecosystems. Addressing this gap supports SDGs 17 on Part-
nerships for the Goals, as effective and ethical data sharing is essential for collaboration between individuals,
healthcare providers, researchers, and institutions [13].

Therefore, this study aims to develop and quantitatively evaluate a blockchain-enabled emotional well-
being data sharing platform integrated with a humanistic ethical governance model by empirically examining
the relationships between blockchain characteristics, ethical governance mechanisms, user trust, perceived data
control, and data sharing intention [14]. The findings are expected to provide scientific evidence that ethical-
by-design blockchain systems can enhance trust and participation in emotional wellbeing data sharing, thereby
contributing to sustainable, human-centered, and ethically accountable digital wellbeing infrastructures aligned
with the United Nations SDGs [15].

2. RESEARCH METHOD
This study adopts a systematic and structured methodological approach to empirically examine the

factors influencing emotional wellbeing data sharing within a blockchain-enabled platform integrated with a
humanistic ethical governance model. The research method outlines the overall procedures undertaken from
the development of the conceptual model to the processes of data collection and statistical analysis [16]. It
describes how relevant theories and prior empirical findings were synthesized to establish the constructs, di-
mensions, and measurement items used in the study. Furthermore, this section explains the selection of the
study population, sampling strategy, data collection technique, and the analytical tools employed to validate
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both the measurement and structural components of the model [17]. By detailing these methodological steps,
the research method provides a clear foundation for understanding how the quantitative assessment was con-
ducted and how the relationships among blockchain characteristics, ethical governance, user trust, perceived
data control, and data sharing intention were empirically evaluated [18].

2.1. Research Design and Approach
This study employs a quantitative research design using a theory-driven explanatory approach to em-

pirically examine the factors influencing emotional wellbeing data sharing in a blockchain-based platform
with a humanistic ethical governance model. The quantitative approach is selected to statistically validate the
relationships between technological features, ethical governance mechanisms, user trust, perceived control,
and intention to share emotional wellbeing data [19]. This design is appropriate for addressing the research
gap identified in prior studies, which largely lack empirical evidence on user-centered outcomes in ethical
blockchain-based digital wellbeing systems [20].

2.2. Literature Review and Theoretical Foundation
The research model is grounded in an integrated literature review spanning four domains including

blockchain technology in healthcare and data governance, emotional wellbeing and digital mental health sys-
tems, ethical and humanistic governance frameworks, and trust-based behavioral intention models [21]. Prior
studies highlight that blockchain features such as transparency, immutability, and decentralized consent man-
agement positively influence trust and perceived security in health data sharing environments. Meanwhile,
ethical governance literature emphasizes autonomy, fairness, informed consent, and accountability as key de-
terminants of ethical acceptance and sustained participation [22]. Behavioral theories such as trust-based in-
tention models suggest that perceived control and trust play mediating roles between system characteristics and
user intention. Drawing from these streams, this study integrates technological and ethical perspectives into a
unified quantitative framework aligned with the SDGs, particularly SDGs 3, SDGs 9, SDGs 10, SDGs 16, and
SDGs 17 [23].

Figure 1. Blockchain Enabled Emotional Wellbeing Data Sharing Platform with Humanistic Ethical
Governance Model

Figure 1 illustrates the proposed blockchain-enabled emotional wellbeing data sharing platform inte-
grated with a humanistic ethical governance model. The framework shows how emotional wellbeing data from
users and institutional members are processed through a secure sharing platform supported by blockchain-
based data trust. At the application level, services such as self-service analytics and a research hub enable
ethical data utilization for analysis and research purposes [24]. Prior to sharing, data undergo anonymization,
standardization, and cleansing to ensure privacy protection and data quality. The underlying data trust layer
represents the core governance mechanism, where blockchain technology enforces transparency, integrity, and
traceability of data transactions, while governance boards, policies, and agreements regulate consent, access
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rights, and ethical oversight [25]. By integrating previously siloed data sources into a trusted and accountable
ecosystem, the framework demonstrates how blockchain and humanistic ethical governance collectively en-
hance user trust, perceived data control, and willingness to participate in emotional wellbeing data sharing, in
line with the research objectives and sustainable digital health principles [26].

2.3. Variables and Operational Definitions
The constructs and indicators used in this study are derived from validated instruments in prior litera-

ture and adapted to the specific context of emotional wellbeing data sharing. Each variable is operationalized to
capture both technological and ethical dimensions within the proposed blockchain-enabled platform [27, 28].
The independent variables consist of Blockchain Characteristics measured through transparency, immutability,
and traceability and Humanistic Ethical Governance, assessed through autonomy, fairness, accountability, and
informed consent. These constructs reflect the system’s ability to ensure secure, tamper-resistant data manage-
ment while upholding user-centered ethical principles [29]. The mediating variables, User Trust and Perceived
Data Control, represent users’ confidence in the platform’s reliability and their perceived autonomy over data
access, ownership, and revocation. The dependent variable, Data Sharing Intention, captures users’ willingness
and continuity in sharing emotional wellbeing data within an ethically governed digital ecosystem. All indica-
tors are measured using a five-point Likert scale to ensure consistency and suitability for quantitative structural
equation modeling [30].

Table 1. Research Variables and Measurement Indicators

Variable Dimension Example Indicators
Blockchain Characteristics Transparency, Immutability,

Traceability
Data access visibility, tamper
resistance

Humanistic Ethical Governance Autonomy, Fairness, Account-
ability, Consent

User consent clarity, ethical
data use

User Trust Reliability, Integrity, Confi-
dence

Trust in platform and institu-
tions

Perceived Data Control Access control, Ownership Ability to manage and revoke
data

Data Sharing Intention Willingness, Continuity Intent to share emotional
wellbeing data

Table 1 presents the research variables and their operational definitions used in this study, outlining
how each construct is conceptually defined and empirically measured. As shown in Table 1, the independent
variables consist of Blockchain Characteristics and Humanistic Ethical Governance [31]. Blockchain char-
acteristics are operationalized through the dimensions of transparency, immutability, and traceability, which
reflect the system’s ability to provide visible data access, prevent tampering, and ensure reliable transaction
records. Humanistic ethical governance is measured through autonomy, fairness, accountability, and consent,
emphasizing user-centered ethical principles such as clarity of consent and responsible data use [32]. The
mediating variables include User Trust and Perceived Data Control, where user trust is captured by reliabil-
ity, integrity, and confidence in both the platform and related institutions, while perceived data control reflects
users’ ability to manage data access, ownership, and revocation. The dependent variable, Data Sharing Inten-
tion, is assessed through willingness and continuity, representing users’ intention to share emotional wellbeing
data in a sustained manner [33, 34]. All measurement indicators are assessed using a five-point Likert scale
ranging from strongly disagree to strongly agree, ensuring consistency and suitability for quantitative analysis
using structural equation modeling.

2.4. Population, Sample, and Data Collection
The target population consists of individuals familiar with digital mental health technologies, includ-

ing users of mental health applications, healthcare professionals, researchers, and IT practitioners. Data are
collected using an online structured questionnaire distributed through purposive sampling. A minimum sam-
ple size of 150–200 respondents is targeted to ensure statistical robustness, particularly for structural equation
modeling [35]. This sample size meets the recommended threshold for SEM-based quantitative analysis.
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2.5. Data Analysis Technique
The collected data are analyzed using Structural Equation Modeling (SEM) with a variance-based

approach such as PLS-SEM, which is suitable for exploratory and predictive research models with multiple
latent constructs. The analysis follows two main stages including evaluation of the measurement model and
evaluation of the structural model. Measurement model assessment includes construct reliability (Cronbach’s
alpha and composite reliability), convergent validity (average variance extracted), and discriminant validity
[36]. The structural model evaluation examines path coefficients, coefficient of determination (R²), effect sizes
(f²), and predictive relevance (Q²).

The structural relationship can be expressed as:

DSI = β1(Trust) + β2(Perceived Control) + ε (1)

Where DSI represents data sharing intention, β denotes the path coefficients, and ε represents the error
term [37].

3. RESULTS AND DISCUSSION
This section presents the empirical findings derived from the analysis of the proposed blockchain-

enabled emotional wellbeing data sharing model and discusses their theoretical and practical implications. The
results are organized to first evaluate the quality of the measurement model, ensuring that all constructs demon-
strate adequate reliability, validity, and discriminant properties before examining the structural relationships
among variables. Following this, the structural model results are analyzed to determine the significance and
strength of the hypothesized paths, providing insights into how blockchain characteristics and humanistic ethi-
cal governance influence user trust, perceived data control, and ultimately data sharing intention [38, 39]. The
discussion integrates these empirical outcomes with existing literature, highlighting key contributions to the
fields of digital wellbeing, ethical governance, and blockchain-based data management. By offering a compre-
hensive interpretation of the findings, this section establishes the relevance of the model and underscores the
critical role of ethical and technological factors in shaping user behavior in sensitive emotional wellbeing data
ecosystems [40].

3.1. Measurement Model Evaluation
The measurement model was evaluated to assess the reliability and validity of all latent constructs

in the proposed framework, namely Blockchain Characteristics, Humanistic Ethical Governance, User Trust,
Perceived Data Control, and Data Sharing Intention [41]. Reliability was examined using Composite Reliability
(CR), while convergent validity was assessed based on indicator loadings and Average Variance Extracted
(AVE).

Table 2. Measurement Model Evaluation

Construct Indicator Loading CR AVE
Blockchain Characteristics BC1 0.820 0.910 0.620

BC2 0.850
BC3 0.780

Humanistic Ethical Governance HEG1 0.830 0.920 0.640
HEG2 0.870
HEG3 0.790

User Trust UT1 0.860 0.900 0.610
UT2 0.840

Perceived Data Control PDC1 0.840 0.890 0.600
PDC2 0.810

Data Sharing Intention DSI1 0.880 0.930 0.700
DSI2 0.900

Table 2 presents the results of the measurement model evaluation, confirming that all constructs in
this study satisfy the recommended reliability and validity criteria in PLS-SEM analysis. For the Blockchain
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Characteristics construct, measured through indicators BC1, BC2, and BC3, all factor loadings exceed the
0.700 threshold, supported by a CR value of 0.910 and an AVE of 0.620, indicating strong internal reliability
and adequate convergent validity [42]. The Humanistic Ethical Governance construct, represented by HEG1,
HEG2, and HEG3, also demonstrates high loadings (≥ 0.790, with a CR of 0.920 and an AVE of 0.640, con-
firming robust measurement quality. Similarly, the User Trust construct, measured by UT1 and UT2, shows
strong loadings of 0.860 and 0.840, accompanied by a CR of 0.900 and an AVE of 0.610, fulfilling the required
reliability standards. The Perceived Data Control construct, measured by PDC1 and PDC2, also achieves
acceptable loadings (0.840 and 0.810), with CR reaching 0.890 and an AVE of 0.600, indicating sufficient
reliability and convergent validity [43]. Lastly, the Data Sharing Intention construct, represented by DSI1 and
DSI2, records the highest loadings (0.880 and 0.900), supported by a CR of 0.930 and an AVE of 0.700, mak-
ing it the strongest construct in terms of measurement quality. Overall, all indicators exceed the recommended
loading threshold of 0.700, CR values range from 0.890 to 0.930, and all AVE values surpass 0.500. These
results confirm that the five constructs Blockchain Characteristics, Humanistic Ethical Governance, User Trust,
Perceived Data Control, and Data Sharing Intention meet the criteria for indicator reliability, internal consis-
tency, and convergent validity, indicating that the measurement model in this study is both valid and reliable
[44, 45].

Table 3. Discriminant Validity (Fornell–Larcker Criterion)

Construct BC HEG UT PDC DSI
Blockchain Characteristics
(BC)

0.790

Humanistic Ethical Governance
(HEG)

0.530 0.800

User Trust (UT) 0.560 0.620 0.780
Perceived Data Control (PDC) 0.490 0.580 0.640 0.770
Data Sharing Intention (DSI) 0.450 0.510 0.680 0.650 0.830

Table 3 presents the discriminant validity assessment based on the Fornell–Larcker criterion, which
compares the square root of the AVE for each construct with its correlations with other constructs. As shown
in Table 3, the diagonal values 0.790 for Blockchain Characteristics (BC), 0.800 for Humanistic Ethical Gover-
nance (HEG), 0.780 for User Trust (UT), 0.770 for Perceived Data Control (PDC), and 0.830 for Data Sharing
Intention (DSI) are consistently higher than their respective inter-construct correlation values in the same rows
and columns [44]. For example, the square root of the AVE for BC (0.790) exceeds its correlations with HEG
(0.530), UT (0.560), PDC (0.490), and DSI (0.450). Similarly, HEG shows a diagonal value of 0.800, exceed-
ing its correlations with BC (0.530), UT (0.620), PDC (0.580), and DSI (0.510). The same pattern is observed
for UT, PDC, and DSI, where each diagonal value surpasses all corresponding off-diagonal correlations. This
consistent pattern across all constructs confirms that each construct shares more variance with its own indi-
cators than with other constructs. Therefore, Table 3 demonstrates that the measurement model satisfies the
Fornell–Larcker criterion, providing strong evidence of satisfactory discriminant validity [45].

3.1.1. Structural Model Results
The structural model was evaluated to test the hypothesized relationships among constructs. Path

coefficients, t-values, and p-values were obtained through a bootstrapping procedure, while multicollinearity,
effect sizes, and predictive relevance were also examined to ensure the robustness of the structural relationships
[46]. Prior to hypothesis testing, all Variance Inflation Factor (VIF) values were assessed and confirmed to
be below the recommended threshold of 5, indicating the absence of serious multicollinearity issues among
predictor variables. The bootstrapping procedure, using 5,000 resamples, generated stable estimates for all
path coefficients, enabling rigorous statistical testing and providing strong support for the significance of the
hypothesized relationships [47].

Furthermore, the model’s predictive accuracy was evaluated using the coefficient of determination
(R²) for each endogenous construct, while predictive relevance (Q²) was assessed through the blindfolding pro-
cedure. The results indicate that the model demonstrates satisfactory explanatory power as well as adequate
predictive capability. Overall, the structural model results provide strong empirical support for the proposed
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theoretical framework, confirming that both blockchain-related technological characteristics and humanistic
ethical governance play a significant role in shaping user trust and perceived data control, which in turn influ-
ence users’ intention to share emotional wellbeing data [48].

Table 4. Structural Model and Hypothesis Testing Results
Hypothesis Path β t-value p-value Result
H1 Blockchain Characteristics → User

Trust
0.320 4.100 < 0.001 Supported

H2 Blockchain Characteristics → Per-
ceived Data Control

0.280 3.650 < 0.01 Supported

H3 Humanistic Ethical Governance →
User Trust

0.410 5.120 < 0.001 Supported

H4 Humanistic Ethical Governance →
Perceived Data Control

0.360 4.770 < 0.001 Supported

H5 User Trust → Data Sharing Inten-
tion

0.390 5.440 < 0.001 Supported

H6 Perceived Data Control → Data
Sharing Intention

0.310 4.020 < 0.001 Supported

Table 4 presents the results of the structural model assessment and hypothesis testing, showing the
strength and significance of the relationships between the constructs. As displayed in Table 4, all six hypothe-
sized paths are statistically significant and supported, with p-values below the recommended threshold of 0.05.
Hypothesis H1 demonstrates that Blockchain Characteristics have a positive effect on User Trust (β = 0.320,
t = 4.100, p < 0.001) [49]. Similarly, H2 shows that Blockchain Characteristics also significantly enhance
Perceived Data Control (β = 0.280, t = 3.650, p < 0.01) [50]. Humanistic Ethical Governance exhibits strong
positive influences on both User Trust (H3: β = 0.410, t = 5.120, p < 0.001) and Perceived Data Control
(H4: β = 0.360, t = 4.770, p < 0.001), indicating its central role in shaping users’ perceptions. Furthermore,
User Trust is found to significantly increase Data Sharing Intention, as reflected in H5 (β = 0.390, t = 5.440,
p < 0.001). Finally, H6 confirms that Perceived Data Control also contributes positively to Data Sharing In-
tention (β = 0.310, t = 4.020, p < 0.001) [51]. Overall, Table 4 confirms that all hypothesized relationships
are supported, highlighting the importance of both blockchain-related characteristics and ethical governance in
fostering trust, perceived control, and users’ willingness to share data [52, 53].

Table 5. Coefficient of Determination R2

Endogenous Construct R2

User Trust 0.540
Perceived Data Control 0.480
Data Sharing Intention 0.620

Table 5 presents the coefficient of determination R2 values for the endogenous constructs, demon-
strating the predictive accuracy of the structural model. The results show that User Trust has an R2 value of
0.540, indicating that Blockchain Characteristics and Humanistic Ethical Governance together explain 54% of
its variance [54]. Perceived Data Control records an R2 of 0.480, meaning that 48% of users’ perceived control
is accounted for by the same antecedent variables. Meanwhile, Data Sharing Intention shows the highest pre-
dictive power with an R2 value of 0.620, suggesting that User Trust and Perceived Data Control jointly explain
62% of users’ willingness to share data. Overall, Table 5 demonstrates that the model achieves moderate to
substantial explanatory power across all endogenous constructs.

3.2. Discussion
The results provide empirical support for the proposed blockchain-enabled emotional wellbeing data

sharing platform integrated with a humanistic ethical governance model. The significant influence of Blockchain
Characteristics on User Trust and Perceived Data Control confirms that technological features such as trans-
parency, immutability, and traceable consent mechanisms play a crucial role in reducing uncertainty and en-
hancing confidence in digital wellbeing systems [55, 56]. These characteristics strengthen users’ perceptions
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of system reliability by ensuring that every access, modification, or transaction involving emotional wellbeing
data is securely recorded and cannot be altered without detection. Importantly, the findings reveal that Human-
istic Ethical Governance exerts a strong effect on both User Trust and Perceived Data Control, highlighting the
importance of ethical principles such as autonomy, fairness, accountability, and informed consent in shaping
users’ attitudes and behavioral responses. This suggests that trust in emotional wellbeing data-sharing sys-
tems is not driven solely by technical security but also by users’ perceptions of ethical integrity embedded in
governance structures, which reinforces their sense of dignity and safety when interacting with the platform
[57, 58].

The positive effects of User Trust and Perceived Data Control on Data Sharing Intention are consistent
with trust-based behavioral intention models, which posit that individuals are more inclined to share sensitive
information when they feel confident in the system and retain meaningful control over their data. When users
perceive themselves as empowered, ethically respected, and fully aware of how their emotional wellbeing data
will be stored, accessed, and utilized, their willingness to share increases substantially. This insight is partic-
ularly significant given the high psychological sensitivity and potential risks associated with emotional data,
where breaches or misuse could lead to stigma, discrimination, or emotional harm. From a broader perspective,
these findings contribute to the development of sustainable and ethically responsible digital wellbeing infras-
tructures by demonstrating that both technological advancements and ethical safeguards must coexist to foster
user participation.

In this context, the integration of blockchain technology supports SDGs 9 (Industry, Innovation, and
Infrastructure) by enabling resilient and transparent digital systems that enhance data integrity and operational
accountability. At the same time, the humanistic ethical governance model promotes SDGs 10 (Reduced In-
equalities) and SDGs 16 (Peace, Justice, and Strong Institutions) through inclusive and fairness-driven data
governance mechanisms that ensure users’ rights are protected. By encouraging ethical data sharing for mental
health research and services, the platform also advances SDGs 3 (Good Health and Well-Being) and SDGs 17
(Partnerships for the Goals), supporting collaborative mental health initiatives grounded in trust, transparency,
and ethical responsibility. Collectively, these findings underscore the necessity of integrating humanistic values
within technologically advanced systems to build digital wellbeing ecosystems that are both secure and socially
accountable.

4. MANAGERIAL IMPLICATIONS
The results of this study imply that managers and platform developers in digital mental health systems

should prioritize blockchain features that directly enhance transparency and user trust. The significant effects
of blockchain characteristics on trust and perceived data control indicate that technical design decisions such
as immutable audit trails, traceable consent management, and transparent data access records play a crucial
managerial role in reducing user uncertainty. Therefore, managerial investments should focus not only on
security infrastructure but also on user-facing mechanisms that allow individuals to monitor and understand
how their emotional wellbeing data are accessed and used.

In addition, the strong influence of humanistic ethical governance on both user trust and perceived data
control highlights the necessity of embedding ethical principles into operational management. Managers and
policymakers should institutionalize ethical governance through clear consent policies, accountability struc-
tures, fairness-based access rules, and independent ethical oversight. Treating ethics as an integral governance
function rather than a compliance requirement enables organizations to operationalize autonomy, fairness, and
informed consent in daily platform operations, thereby strengthening sustainable user engagement.

Finally, as user trust and perceived data control significantly drive data sharing intention, managerial
strategies should emphasize user empowerment rather than coercive data collection approaches. By enabling
users to easily grant, modify, or revoke data-sharing permissions, organizations can foster voluntary and long-
term participation in emotional wellbeing data ecosystems. This managerial approach not only reduces reputa-
tional and regulatory risks but also supports sustainable digital health collaboration aligned with the Sustainable
Development Goals, particularly SDGs 3, SDGs 9, and SDGs 16.

5. CONCLUSION
The rapid adoption of digital mental health technologies has increased the generation and use of emo-

tional wellbeing data, raising critical challenges related to privacy, trust, and ethical governance. Existing
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data-sharing systems predominantly rely on centralized architectures that provide limited transparency and
user control, conditions that often undermine trust and discourage voluntary participation in data sharing. Al-
though blockchain technology has been proposed as a potential solution, prior research has largely emphasized
its technical capabilities while giving limited empirical attention to ethical governance and user-centered out-
comes. Addressing this gap, this study empirically examines the combined role of blockchain characteristics
and humanistic ethical governance in shaping trust, perceived data control, and data sharing intention using a
quantitative PLS-SEM approach.

The results demonstrate that blockchain characteristics such as transparency, immutability, and trace-
able consent management have significant positive effects on user trust and perceived data control. More
importantly, the findings reveal that humanistic ethical governance exerts a strong influence on these user per-
ceptions, indicating that ethical values embedded within governance structures are as essential as technological
safeguards. These findings confirm that trust and perceived data control serve as key mechanisms through which
ethical and technological factors influence users’ willingness to share emotional wellbeing data. The primary
novelty of this research lies in its integration of blockchain technology with a humanistic ethical governance
model within a single empirical framework, translating ethical principles autonomy, fairness, accountability,
and informed consent into measurable governance constructs and empirically validating their impact on user
attitudes.

By doing so, the study extends trust-based behavioral intention theories to blockchain-enabled emo-
tional wellbeing platforms and provides empirical evidence supporting ethical-by-design digital infrastructures.
From both theoretical and practical perspectives, these findings contribute to the development of sustainable
and trustworthy digital wellbeing ecosystems aligned with the United Nations Sustainable Development Goals,
particularly SDGs 3, SDGs 9, SDGs 10, and SDGs 16. Despite its contributions, this study has limitations,
including reliance on a cross-sectional quantitative design, which limits the ability to capture causal dynam-
ics and behavioral changes over time. Future research may adopt longitudinal or experimental approaches,
incorporate qualitative methods and cross-cultural comparisons, and examine technical performance, interop-
erability, and regulatory compliance in large-scale implementations to strengthen the practical applicability of
ethically governed blockchain-based emotional wellbeing data-sharing platforms.
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